
Annotation Format Two-Wire Scene Three-Wire Scene
Object Segment Semantics 21,688 26,366

Object Semantics 8,580 4,082

Figure 10: Instance segmentation masks predicted by Mask R-CNN.

Figure 9: Raw point cloud of the scene.

Figure 11: Textured point cloud.
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This work performs wire instance segmentation in RGBD imagery with
the goal of developing deformable linear object perception and
manipulation capabilities for intravehicular robots in space habitats. 

Introduction

Step 1: Instance Segmentation in RGB Image

Step 2: Instance Segmentation in Point Cloud

Conclusions and Future Research
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Step 3: Surface Reconstruction

The Object Semantics (OS) format (shown in Figure 3), where all
contours of an object are represented within one mask
The Object Segment Semantics (OSS) format (shown in Figure 4),
where one contour of an object is represented within one mask 

The Detectron2 implementation of Mask R-CNN was trained on the
UIUCWires data set to perform wire instance segmentation. 

Two types of annotation format were tested: 
1.

2.

Figure 5 and 6 show predictions by Mask R-CNN trained with OS and OSS
annotation format. The one trained with OSS annotation format shows
cleaner and more complete instance segmentation masks. 

Wire object instances can be identified in an RGB image using Mask
R-CNN
Segmentation masks can be applied to an image-aligned point cloud
to extract the 3D shape of the object
Wires can be represented as cylindrical mesh objects for robotics
manipulation

Point cloud obtained from multiple perspectives could be fused to
reduce noise in scene reconstruction
The wire radius could be estimated directly from perception and
replace the assumed radius in the mesh generation step

This work demostrates three steps toward autonomous
perception of wires:

1.

2.

3.

This work exposes several new areas for contribution:
1.

2.

Figure 8: Color image of the scene.

Figure 12: Segmented point cloud.
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Figure 3: Object Semantics (OS) format. Figure 4: Object Segment Semantics (OSS) format.

Figure 6: Predictions by Mask R-CNN trained with OSS
annotation format.

Table 1: Number of points in instance-segmented point clouds
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Use the Intel RealSense D435 depth camera
to collect the RGB image (Figure 8) and the
point cloud (Figure 9) of the scene
Predict wire instances in the RGB image with
Mask R-CNN (Figure 10)
Texturize the point cloud by mapping the
color frame to the depth frame (Figure 11)
Apply the instance segmentation masks to
the textured point cloud to obtain the 3D
points that belong to each wire instances
(Figure 12)

The Procedure:
1.

2.

3.

4.

Figure 7: Intel® RealSense™ Depth Camera D435.

Test Results:
The above procedure was tested on two scenes, one contains two wires, the other three
wires. The results (shown in Table 1) showed that training Mask R-CNN with the Object
Segment Semantics annotation format improved the number of points recovered in depth
segmentation by 153%.

Perform instance segmentation on RGB images using Mask R-CNN
Use RGB instance segmentation masks to segment a point cloud
Construct a surface model of the objects to use in manipulation tasks

The problem can be approached with the following steps:
1.
2.
3.

Figure 5: Predictions by Mask R-CNN trained with OS
annotation format.

Segmented, noisy, raw point
cloud

Apply 1D Moving Least
Square algorithm (1D MLS) to
obtain a smooth curve

Assume a wire radius and
approximate the wire as a
cylindrical object by
constructing circles
perpendicular to each line
segment in the 1D MLS curve

Traverse the resulting points
to establish connectivity and
create the mesh object

Figure 2: Wire-abundant environment in the
International Space Station.

Figure 13: Segmented raw point cloud.

Figure 14: Smooth curve obtained from applying 1D MLS.

Figure 15: The new point cloud produced by estimating the
wire as a cylindrical object.

Figure 16: Mesh created from the new point cloud.

Figure 1: Rendering of the Astrobee free-flying robot in
the International Space Station.
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