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TrackDLO: Tracking Deformable Linear Objects
Under Occlusion with Motion Coherence

Jingyi Xiang!®, Holly Dinkel?>®, Harry Zhao®®, Naixiang Gao!®, Brian Coltin*®, Trey Smith*®, Timothy Bretl?

Abstract—The TrackDLO algorithm estimates the shape of
a Deformable Linear Object (DLO) under occlusion from a
sequence of RGB-D images. TrackDLO is vision-only and runs
in real-time. It requires no external state information from
physics modeling, simulation, visual markers, or contact as input.
The algorithm improves on previous approaches by addressing
three common scenarios which cause tracking failure: tip occlu-
sion, mid-section occlusion, and self-occlusion. This is achieved
through the application of Motion Coherence Theory to impute
the spatial velocity of occluded nodes, the use of the topolog-
ical geodesic distance to track self-occluding DLOs, and the
introduction of a non-Gaussian kernel that only penalizes lower-
order spatial displacement derivatives to reflect DLO physics.
Improved real-time DLO tracking under mid-section occlusion,
tip occlusion, and self-occlusion is demonstrated experimentally.
The source code and demonstration data are publicly released.

Index Terms—RGB-D Perception, Visual Tracking, Perception
for Grasping and Manipulation.

I. INTRODUCTION

HIS work presents TrackDLO, an algorithm for real-

time tracking of Deformable Linear Object (DLO) (e.g.,
rope, wire, tubing) shapes. The TrackDLO algorithm tracks
DLOs in RGB-D imagery for manipulation tasks, such as
knot tying or wire routing, or to monitor DLOs for collision
prevention [1]-[5]. These tasks are common in applications
including robotic surgery, industrial automation, power line
avoidance, and human habitat maintenance [6]-[9]. Several
methods track DLOs in real-time with and without visual
markers and physics simulation [10]-[15]. The TrackDLO
algorithm builds on existing tracking work by addressing
three scenarios common in manipulation tasks which cause
tracking failure: tip occlusion, mid-section occlusion, and self-
occlusion. This work makes the following listed contributions:

1) TrackDLO accurately tracks DLOs in real-time with tip
occlusion without information from modeling, simula-
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Fig. 1.
physics simulation or other external state information using motion coherence.
TrackDLO accurately predicts the location for occluded nodes (red) by
imputing their spatial velocities from visible nodes (orange) under mid-section
occlusion, tip occlusion, and self-occlusion.

TrackDLO performs occlusion-robust 3D DLO tracking without

tion, visual markers, or contact. This is achieved by
preserving the total length of the DLO and using Motion
Coherence Theory (MCT) to impute the spatial velocity
of occluded tip nodes from the spatial velocity of visible
nodes [16]. The spatial velocity is used to update the
DLO shape estimate.

2) TrackDLO tracks self-occluding DLOs without model-
ing entanglement. This is achieved by incorporating the
geodesic distance into the kernel describing how pairs
of nodes influence each other’s motion.

3) TrackDLO reflects the physics of DLOs by introducing a
kernel which only penalizes lower-order spatial velocity
derivatives. This work analytically derives forms the
kernel can take to satisfy optimality in the Expectation-
Maximization algorithm.

4) Data and source code for DLO tracking are released at:
https://github.com/RMDLO/trackdlo. A supplementary
video demonstrating tracking performance on two DLOs
with different material properties is available online.

II. RELATED WORK

The Coherent Point Drift (CPD) algorithm performs non-
rigid registration to map one set of points onto another. The
CPD algorithm uses Gaussian Mixture Model (GMM) cluster-
ing and Motion Coherence Theory (MCT) with Expectation-
Maximization (EM) to find the probability distribution param-
eters which maximize the likelihood that a predicted point set
corresponds to the original point set [16]-[18]. The Global-
Local Topology Preservation (GLTP) algorithm performs mod-
ified non-rigid point set registration. The objective function
for EM in GLTP uses CPD with locally linear embedding to
preserve local topology [19].

Non-rigid point set registration from CPD and GLTP forms
the foundation for several algorithms which perform DLO
tracking under occlusion. The CPD+Physics algorithm uses
CPD for node registration and simulates the DLO in a physics
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Fig. 2. The TrackDLO algorithm registers visible nodes to a point cloud, preserves segment distance between nodes, imputes the velocity field for occluded
nodes, and encodes geometric proximity to accurately track a DLO under occlusion.

engine to update the shape estimate [11]. Structure Preserved
Registration (SPR) builds on CPD+Physics by adding mod-
ified locally linear embedding for improved accuracy [12].
The Constrained Deformable CPD (CDCPD) algorithm uses
GLTP for non-rigid registration, constrains DLO stretching,
and detects and recovers from tracking failure [13]. The
CDCPD2 algorithm builds on CDCPD by incorporating known
correspondences, self-intersection constraints, and obstacle
interaction constraints to accurately track under tip and large-
scale occlusion [14].

Some occluded DLO tracking methods forego using non-
rigid point set registration with CPD, instead using maximum a
posteriori estimation for registration and physics simulation for
shape updates [10]. More recent work performs DLO tracking
under occlusion with particle filtering on a lower-dimensional
latent space embedding learned with an autoencoder [15] and
learning-based shape estimation under occlusion [20].

These existing methods require additional information from
modeling, simulation, visual markers, or contact for accuracy
or show inconsistent performance under occlusion.

III. THE TRACKDLO ALGORITHM

The TrackDLO algorithm is described in Figure 2. For N
points in 3D received at time ¢ from a depth sensor, XYy, 5 =
(xi,...,x4)T, TrackDLO represents the DLO shape with a
collection of M ordered nodes, Y',..5 = (yi,...,y4,)", and
the edges connecting adjacent nodes. The measurement X' can
contain outliers due to noise and it can be incomplete due to
occlusion.

The TrackDLO algorithm is initialized by de-projecting
a pixel chain output by an occlusion-robust DLO detection
algorithm into 3D and sampling nodes equally distributed
along the chain [21]. The following subsections describe
modifications to the CPD objective function which solves for
Y! through EM. Gaussian Mixture Model (GMM) clustering
with modified membership probability is the basis of non-
rigid registration used to estimate the shape of a DLO (Section
III-A) [13]. Visible node locations are estimated and remapped
to preserve the DLO segment lengths and total length (Section
II-B). The velocity field for occluded nodes is imputed

using Motion Coherence Theory (MCT) (Section III-C) [16],
encoding geodesic proximity to perform accurate tracking in
the presence of self-occlusion (Section III-D).

A. Estimating Shape From Point Clouds

The TrackDLO algorithm is based on GMM clustering and
computes nodes Y as the centroids of Gaussian distributions
from which points X' are randomly sampled with isotropic
variance 02, ie., x!, ~ N(y! ;o?). The mixture model in-
corporates a uniform distribution with parameter p to classify
outliers in X! [17]. Methods derived from CPD assume each
Gaussian probability distribution has equal membership prob-
ability p(m) = 1/M, however CDCPD demonstrates visible
nodes are more likely to produce X' [13], [17]. For small
DLO movement between time steps, TrackDLO estimates the
visibility of y!, by finding x}!, the closest point to y! !
If ||xit — yi-Y| < 7yis for visibility threshold 7,5, y!, is
considered visible. Figure 3 visualizes the following steps
which check for self-occlusion and prune nodes incorrectly

estimated as visible:

1) For each edge in Y'™!, compute the distance between
the mid-point of the edge and the camera. Sort edges
based on the distance to camera from near to far.

2) Initialize an empty mask with the same dimensions as
the RGB image. Project the first edge (nearest to the
camera) in the sorted list onto the mask as a line segment
with DLO pixel width w. Then, project the next-closest
edge onto the mask. Iterating through the sorted edges,
if any nodes project onto an existing line segment in the
mask, they are occluded by an edge which is closer to
the camera.

The TrackDLO algorithm incorporates a constant w, assuming
the DLO depth does not vary significantly across differ-
ent DLO segments. For more complicated 3D shapes, the
projected DLO width w should be calculated based on the
distance between the current segment and the camera.

The modified membership probability is

(1 —pw)pyis(m) m< M+1

. 1
W m=M+41 M

p(m) =
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Fig. 3. Each node and edge in Y*~1 is projected onto a mask in order of
its distance to the camera. If a node projects onto an existing edge (here, y o
to yq3), it is considered occluded by an edge closer to the camera.

Where k. ;s weights the reliability of the visibility estimation
and ~ normalizes pyis(m) so that > puis(m) = 1,

* -1
pvis(m) = ,ye—k\,;sﬂxnt—yﬁn H

2

Since all visible nodes should share the same membership
probability, ||x}' — yi-t| is set to 0 if y! ! is visible. In the
E-step of GMM clustering, the posterior distributions which
maximize the likelihood of producing the measured points are

computed using Bayes’ theorem as
ot ot 12
€xp ( Hy750-2xn” ) Dvis (m)

M —lyt —xt ||2 ro2)3/2,
> m—1 €XP ( Hyggﬂ "H*> Pyis(m) + (2(1_,3)1\/#
€)]

In the M-step, the new y!, and o2 are found by minimizing

p(mlx;,) =

Ecvm(yh,, 0?)

N M t t o2
_ e 1% =yl 3N, 2 4)
=30 3 plmbet) g + S5 (o),

where N, = 37,0, 30 p(mix)).

Node registration with GMM clustering does not provide
correspondence information between two consecutive frames.
Furthermore, if X' is incomplete due to occlusion, Y will
only be predicted in regions where the DLO is visible, leading
to incorrect shape estimates. These challenges were addressed
by the CDCPD algorithm, enabling accurate DLO tracking
under minor occlusion. However, when one tip of the DLO is
occluded and X' is incomplete, current algorithms compute
compressed shapes with lengths shorter than the total length.
The CDCPD2 algorithm solves the tip occlusion problem
using diminishing rigidity to describe the positions of nodes
at a tip grasped by a robot gripper [14]. However, robot mo-
tion information may be unavailable for tracking. TrackDLO
addresses the tip occlusion problem without gripper motion
information using length preservation and MCT as discussed
in subsequent sections.

B. Preserving Segment Distance Between Nodes

Many DLOs admit a limited amount of extension or com-
pression and the segment length between adjacent nodes, AL,
stays constant. At each time step, the visible nodes Y’ '
are first registered to X" using GLTP [19], producing Y?,..
Connecting adjacent nodes in Y, creates a piecewise linear
(PWL) curve shape for the visible portion of the DLO and

estimates the positions of the tips, y! and y?,. The estimate
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Fig. 4. Length preservation remaps visible nodes onto the piece-

wise linear curve connecting the GLTP-registered visible nodes, Y yis.
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set of correspondence pairs computed from this frame are C =
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of the visible nodes with segment distance preserved, Y%, is
computed by remapping Y*._ onto the PWL curve at distances
AL from each other as shown in Figure 4. This creates a set
of correspondence pairs C = {(y’o,r,n: ¥in ')} Node traversal
starts from the visible tip nodes and moves toward opposing
ends, fitting as many nodes as possible until reaching an
occluded region. If neither of the tip nodes is visible, traversal
starts from the node which moved the least between Y’ ! and
Y!,.. Since GLTP is accurate for minor occlusion, occluded
nodes are included in registration and traversal if they are
between two visible nodes less than a geodesic distance d;s
apart. To align Y' to Y’ ., an Earign(y?,, 02) term is added

to (4) as

M
[0
EALIGN(yfnv 02) = 5 Z J(m)Hyzorr,m - yfnnza (5)
m=1

where the parameter o weights the amount of alignment and
J(m) =1 if and only if (!, .,y ') €C.

C. Imputing Velocity Field for Occluded Nodes

Occluded nodes will contribute a small Eqyv cost due to
a small py;s and they will not contribute any Ear1gn cost for
position regularization. To address occlusion, movement of the
occluded node is imputed from the movement of visible nodes
using Motion Coherence Theory (MCT) which regularizes the
spatial velocity field [16].

1) Deriving a Cost for MCT: Given node positions Y'™!
and Y from consecutive time steps, the MCT defines a spatial
velocity field v(Y'™') = Y' — Y*~!. Nodes close to each
other move coherently through the smoothest possible spatial
velocity field. For a variable in the spatial domain, z, the
smoothness of the velocity field, v(z), is

)\ o0
Buer(@) =5 [ Y alD@Pdz  ©)
R =0
where ¢; weights each [™ order of the derivative operator D
and D*™y = v(v%v). Adding Fycr to (4) and noting
yi =yl 4 o(yl-1), the total cost becomes
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2) Deriving a Kernel for MCT Regularization: The v(z)
that minimizes (7) takes the form

(7

|| dz

M\>/

M
= > whG(lz—yi '), (8)
m=1

where w! can be found through EM and G(|z||) is the
Green’s function of operator L = ;2 (—1)'¢;v?! [16], [22].
Applying the definition of Green’s function, LG(||z||) = 0(z),
the Fourier Transform of G(]|z||) must satisfy

~ 1

G(lsll)

= F{G(llzl)} = SR RER 9

2o

Any G(||z||) with a G(||s||) satisfying (9) can be used in EM

to solve for the v(z) that minimizes (7). The MCT proposes a
2 2

Gaussian kernel, where G(||z]|) = e~ I1217/25%) /(\/273) and

G(||s||) = e~#"IsI"/2, Through Taylor expansion,

~ 1
G(lsll) = oo B2 o
=0 5 ([Is)?

(10)

Therefore, for a Gaussian kernel, ¢; = g,—zll, with parameter (3
controlling the strength of MCT regularization. For a small 3,
MCT regularization will be weak and estimated node positions
will be jittery. For a large 3, MCT regularization will be strong
and the relative position between nodes will not change.

Since ¢; will always be non-zero for a Gaussian kernel,
it penalizes all spatial derivatives of the velocity field. This
produces a velocity field where all higher order derivatives
are as smooth as possible. In practice, smoothing all higher
order derivatives leads to error accumulation for tracking under
occlusion. This work proposes a new kernel with

G(ll=l) = ‘2”2”/6(2” I+ 8)

(11

1
L+ (82/2)|s]* + (8*/16)[Is||*

This kernel, referred to as a “2" Order kernel,” has ¢y =
1, c; = B?/2, co = B*/16, and ¢;~o = 0. The 2" Order
kernel only penalizes the first and second derivatives of the
velocity field which reduces noise amplification for tracking
under occlusion as compared to the Gaussian kernel. These
kernels are compared in Section IV-C.

3) Deriving the Solution for the Total Cost This section
derives an analytic closed-form solution for w!, and o2 in the
EM algorithm using MCT regularization and the following
notations:

G(|Isl) = (12)

e W 3-the collection of weights, (wt, ..., wi,)7

[}

o P« n—the posteriori probability matrix with P(m,n) =
p(mlx.),

o Gjsxp—the kernel matrix with G(i,m) = G(dyﬁ,yfﬁ),
where d is a measure of distance (discussed in Section
III-D) and G is a valid kernel,

e Jarxar—an identity matrix with an m

t t
(ycorrim’ ym) ¢ C’
e Y.orr—a M x 3 zero matrix with its m

ycorr,m if (yiorr,m7 yﬁn) € C’
« d(a)-the diagonal matrix constructed from vector a,
o tr(m)-the trace of matrix m, and
e 1-a column vector of ones.
For readability, denote Xtas X, YiasY, Y as Y, and
W' as W. In the frequency domain, Eycr is [23]

Buer = [ 67 /G(s])ds

th row of zeros if

th row equals to

13)

which is equivalent to tr(WTGW) in matrix form. The
solutions W and o2 are computed from taking the partial

derivatives gvb;, and BE and setting them to zero:

W = (d(P1)G + Ao®I + JG)

(PX —d(P1)Yo + aJ(Yeorr — Y0)) (1
o? = ;(tr(XTd(PTl)X) —2tr(PX)TY)

1"P1D . (15)

+tr(YTd(P1)Y))

The E-step and M-step are performed alternately until conver-
gence of the EM algorithm to solve for Y =Yy + GW.

D. Encoding Geodesic Proximity

The MCT requires the velocity field to be smooth, where
nodes spatially close to each other move in similar directions
with similar speeds. In the node velocity

M
o(yl ) =Y Gm, i) W', )
i 1 (16)

—ZG (dyit yer W', ),

dyt_—l g1 is the distance between nodes y ! and yi-1 given
Ty
some measure of distance. Since G(||z||) decreases as ||z]|

increases, G/(dyi-1 yi—1) is small if yi~ ! is far from y! L.
This produces a small G(d,, -1yt 1)Wt(
movement of yt ! has httle 1nﬂuence on the movement of
Yot

The metric Euclidean distance dfﬁ»yi’n = |lyt, — y!|| is
a common choice for dyt vyt » however topological distances
more accurately represent proximity across surfaces. For a
self-occluding DLO, if the top part moves, the bottom part
should move a small amount if at all. All nodes near the
crossing have small Euclidean proximities from each other
even though they are from distant parts of the DLO topology;
the kernel G(df ym) causes strong interaction among these
nodes close in Euclidean space. The TrackDLO algorithm uses

the topological geodesic distance, d<, iyt in place of d¥, vty

-), indicating the
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Using geodesic distance, a node on the top part of the DLO
and a node on the bottom part of the DLO near the crossing
do not significantly influence the motion of each other because
they are far in geodesic proximity. The node-to-node geodesic
distance, shown in Figure 5, is

i—1 . .
i i 1Y =yl i m <

- -m . an
Yoym AT Y Y it m >

Similarly, two nodes close in Euclidean distance to a crossing
but from different parts of the DLO should have different
proximities to points near the crossing. Where yzl and y22
are the two nodes with the shortest Euclidean distances to
point x¢, the node-to-point geodesic distance dgft Kt 18

mitn

E G G < JC
dyfc'l xt, T dyil,yﬁn dyﬁn,yﬁl = dyin,y’c’2
G _ E G G G
dyﬁn,x,',; - dy22 xt, T dyil,yﬁn dyfn’y’c’l - dysn,yg (18)
E
dyﬁn’x:,l m e {Cl, CQ}

The node-to-point geodesic distance d?t ¢ Teplaces the Eu-
clidean distance [|yf, — x4 in (3).

IV. EXPERIMENTS

In experiments analyzing the accuracy of TrackDLO, CD-
CPD2 with and without optional gripper information, CD-
CPD, and GLTP, TrackDLO achieves the lowest node-to-PWL
curve frame error (Section IV-A). The performance impacts
of segment distance preservation (Section IV-B), choice of
kernel (Section IV-C), and distance metric (Section IV-D) for
TrackDLO are reported along with a comparison of com-
putation time (Section IV-E). All experiments used an Intel
RealSense d435 camera with kyis = 500, 8 = 0.5, A = 5x 104,
a = 3, w = 20 pixels, 7y = 5mm, djs = 4cm, and
convergence of EM when the average node position change
between iterations is less than 0.2mm.

A. Tracking Error

Experiments comparing the performance of TrackDLO, CD-
CPD2 with and without optional gripper information, CDCPD,
and GLTP under occlusion used the frame error metric shown
in Figure 6 and defined as follows. The set of points PWL(Y)
in the PWL curve representation of an ordered node sequence
Y includes both the nodes themselves and all points in the line

i, O S

b d(ytrue.j) PWL(Yt))

AN

o

s oo dyl PWL(Y )

>
o i

i- Tracked node position Node set
j: Ground truth node position PWL curve

Fig. 6. The frame error is the average of the errors from the left and
right images. (Left) Node-to-PWL curve £(Y?, Yt ). (Right) Node-to-
PWL curve e(Y{, ., Y?).

true’
segments connecting consecutive nodes. The point-set distance
is
d(y,S) = inf |ly —y'l| (19)
y'eS
where y is a point and S is a set of points. The per-node error
between two node sequences is

1
E(YtﬂYirue) = M Z d(yE,PWL(Yime)L
yiey?

(20)

and the frame error metric, mirroring the per-node error to
guarantee symmetry, is

1
g(Yirueth) = 5 (g(erueth) + €(Yt7Y€rue)) .

21

Evaluation was performed for three scenarios:

1) Stationary-This scenario tests tracking error accumula-
tion and length preservation under tip occlusion.

2) Perpendicular Motion—This scenario tests DLO tracking
accuracy when both tips are visible and the mid-section
is occluded.

3) Parallel Motion-This scenario tests DLO length preser-
vation and tracking accuracy when one tip moves
through occlusion.

For each scenario, RGB-D image and point data were saved
in a Robot Operating System (ROS) bag file. Occlusion was
injected by removing pixels within a bounding box area in
the DLO segmentation mask. The blue rope DLO was evenly
marked with red tape which was segmented by thresholding on
the red and blue colors. In each of the red and blue segmenta-
tion masks, contour filtering and blob detection identified the
blue and red segments along the DLO and keypoint detection
returned their centroids. These centroids were combined to
form the ground truth nodes, Y! ., which were compared
to the tracked nodes in Y. Note the markers on the DLO
were only used for evaluation and were not required by any
algorithm for tracking. Each experiment was repeated 10 times
for each algorithm in each scenario.

Evaluation results are reported in Figure 7. In the Stationary
scenario, the occlusion size is scaled as a percentage of the
number of nodes along the DLO and the DLO is occluded
for 25 seconds after initialization. The TrackDLO algorithm
achieves the lowest average final frame error as a function
of percentage of occlusion for the Stationary scenario. In the
Perpendicular Motion scenario, occlusion is injected in the
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Fig. 8. Segment distance preservation prevents compression of the length of
the DLO, a failure scenario which is most prominent under tip occlusion.

Without Preserving

mid-section of the DLO three seconds after tracking begins
before the object moves and remains there until the end of the
bag file. For the CDCPD2, CDCPD, and GLTP algorithms, the
error increases after the injection of occlusion and decreases
as the tracking estimates begin to catch up with the DLO state.
The TrackDLO algorithm achieves the lowest average frame
error in this scenario. In the Parallel Motion scenario, the DLO
is initially fully visible and the gripper moves the DLO tip
through an occluded region. Tracking error increases for all
algorithms until the DLO tip becomes visible again during
the mid-section occlusion period. The TrackDLO algorithm
achieves the lowest frame error in this scenario as well.

B. Segment Distance Preservation

Preserving segment distance between nodes is important for
DLO tracking under occlusion. To demonstrate this, tracking

is performed on the Parallel Motion scenario with and without
segment distance preservation Without preserving segment
distance, Y’ . is simply Y.  and nodes are not traversed
to remap their positions. This produces compressed segment
lengths between nodes and a failure to accurately estimate
the location of the tip under occlusion as shown in Figure
8. Remapping the node positions in Y.  prevents producing
compressed tracking results under occlusion.

C. Kernel Selection
Analysis of the following kernels shows the influence of
kernel on velocity imputation:
1) Laplacian-G(z) = f%ﬁe_ﬁ”z”/ﬁ
2) 2" Order-Ga(z) = gze 2I91/7(2||z + B)
3) 34 Order-Gs(z) = e~ VoI21/7(2v/6]|z)>+68] |z +
V6/3?)
4) Gaussian—-G4(z) =

These kernels have the below ¢; values for Eyicr:

L —llzl*/(25%)
5€

1) ¢ =1, clz% and ¢p51 = 0

2) Cozl, (G 22, 02:€§ andcl>%:0

3) g =1, 01:%, 02:%, 03:2BT6,andcl>3:0
4) Clzgl—rzll!

The Laplacian kernel minimizes the velocity field |[D%v]|?
and its first derivative |D'v||%. The 2" and 3™ Order kernels
include up to |[D?v||? and ||D?v]|?, respectively. The Gaussian
kernel includes all derivatives of the spatial velocity for



XIANG et al.: TRACKDLO: TRACKING DEFORMABLE LINEAR OBJECTS UNDER OCCLUSION WITH MOTION COHERENCE 7
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Fig. 9. The Laplacian kernel does not guarantee a smooth enough velocity field when tracking a moving DLO, and the Gaussian kernel amplifies noise
and deviations between the estimated and true visible node positions for tracking a stationary DLO. The 2" Order kernel balances smoothness with noise

amplification in tracking a moving and a stationary DLO under occlusion.

Raw Input Geodesic Distance Euclidean Distance

t=0s

=3s

t

Fig. 10. The color of visible nodes is scaled based on proximity to the
nearest occluded node from red (close) to blue (far) using geodesic and
Euclidean distances. Using geodesic distance, the movement of the top part
of the object has little effect on the movement of the bottom (occluded) part.
Using Euclidean distance, there is a large interaction between moving nodes
on the top part and stationary nodes on the bottom part.

TABLE 1
FRAME ERROR OF DIFFERENT KERNELS (IN MM)
Scenario | Laplacian | 2"¢ Order (Ours) | 3 Order | Gaussian
Moving 6.13 4.30 3.56 2.93
Stationary 1.27 1.83 4.70 6.33
Average 3.70 2.78 4.13 4.63

smoothing. Comparison of kernels for imputing node velocity
for occluded nodes is performed in two scenarios:

1) Moving-This scenario tests the accuracy of velocity
imputation for a DLO moving under occlusion.

2) Stationary-This scenario tests the accumulated deviation
between Y* and Y!_ _ for a stationary DLO.

true

The tracking errors in Table I for the Moving and Stationary
scenarios are the averages over 10 runs on these ROS bag data.
The average error for each kernel is the average of the Moving
and Stationary error. As including more derivatives imposes
more smoothness on the velocity field, the Gaussian kernel
produces the most accurate results for the Moving scenario.
Here, the Laplacian kernel still enables finding correspondence
between nodes in consecutive frames, but it does not impose
enough smoothness to obtain accurate velocity imputation for
occluded nodes. In the Stationary scenario, there is no limit on
the imputed velocity for an occluded DLO tip. When higher-
order derivatives are included in the kernel, deviations in the
positions of the visible Y* from Y%, . heavily influence the
position estimates of the occluded Y even if the object does
not move. After 5 seconds of occlusion, the occluded portion
of Y estimated with the 3" Order and Gaussian kernels
deviates from Y?_ ..

This experiment highlights the trade-off between smooth-

TrackDLO (Ours) CDCPD2 CDCPD GLTP

Fig. 11. Using both node-to-node geodesic proximity from (17) and node-
to-point geodesic distance from (18), TrackDLO demonstrates comparable
performance to CDCPD?2 for tracking a self-occluding DLO with the correct
topology. The CDCPD and GLTP algorithms use Euclidean distance and fail
to resolve the occlusion.

TABLE II
TRACKING TIMING COMPARISON (IN MS)
Algorithm TrackDLO (Ours) | CDCPD2 | CDCPD | GLTP
Tracking Step 9.20 11.42 18.14 5.43

ness of velocity imputation and robustness of velocity impu-
tation to deviations of visible Y’ from Y%, .. The 2" Order
kernel balances this trade-off to impute a reasonable velocity
field and the lowest average frame error across the Moving

and Stationary scenarios.

D. Geodesic and Euclidean Distance

Tracking DLOs with geodesic distance outperforms tracking
with Euclidean distance. Since nodes close in proximity move
with similar directions and speeds in the MCT, the definition
of proximity affects velocity imputation. To demonstrate this,
one half of a DLO initially folded is slowly moved upwards
while the other half does not move as shown in Figure
10. When the stationary part is occluded, TrackDLO with
geodesic distance accurately estimates the velocity of the
occluded stationary part as being small, however TrackDLO
with Euclidean distance estimates its velocity as being similar
to the velocity of the moving part.

Combining node-to-point geodesic distance with node-
to-node geodesic distance resolves crossings during self-
occlusion. TrackDLO demonstrates comparable performance
to CDCPD2 which uses node-to-node geodesic distance and
a self-intersection constraint to address self-occlusion. The
CDCPD and GLTP algorithms use Euclidean distance and fail
to resolve crossings as shown in Figure 11.
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E. Tracking Timing

Timing experiments were conducted to compare the speeds
of the TrackDLO, CDCPD2, CDCPD, and GLTP algorithms.
The times reported in Table II were obtained on a computer
with a Ryzen Threadripper 3960X CPU and 64 GB RAM. The
CDCPD algorithm is implemented in Python while TrackDLO,
CDCPD2, and GLTP are implemented in C++ using original
repositories where available. Times include computation time
for each algorithm after receiving data. Times exclude interfac-
ing with ROS, segmenting object masks, and downsampling
point clouds. Each algorithm was run on the Perpendicular
Motion and Parallel Motion ROS bag files for 10 trials. Times
are the average computation times across each algorithm run
on each frame of the 10 trials of the two motion scenarios.
The TrackDLO algorithm achieves the second-fastest average
computation time.

V. CONCLUSIONS AND FUTURE WORK

This work introduced TrackDLO, a real-time, vision-only
algorithm for occluded DLO tracking. TrackDLO is robust un-
der three types of occlusion and produced the lowest tracking
error when compared to the CDCPD2, CDCPD, and GLTP
algorithms. Source code, data, and a video of examples of
DLO tracking are released for benchmarking. The limitations
of TrackDLO include the requirements of good depth resolu-
tion, small motion between frames, and motion of occluded
nodes to be reflected in the motion of visible nodes. Future
work could track multiple DLOs as they move in cluttered
environments [24]-[27], track a DLO as multiple sections of it
are occluded (where the occlusion size is significantly greater
than d.;s), or integrate DLO tracking into closed-loop DLO
shape control [4], [28].
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